ON ALGEBRAIC NUMBERS CLOSE TO 1

Artūras Dubickas

We prove that there exists a polynomial of small height with a root close to 1. This implies that there are algebraic numbers close to 1 with relatively small Mahler measure. We also give an explicit construction of such numbers with small Weil height.

1. INTRODUCTION

Let $\alpha$ be an algebraic number of degree $d$, with complex conjugates $\alpha_1 = \alpha, \alpha_2, \ldots, \alpha_d$ and minimal polynomial $a(x - \alpha_1)(x - \alpha_2)\ldots(x - \alpha_d) \in \mathbb{Z}[x]$, where $a > 0$. We denote, as usual, by $M(\alpha)$ Mahler's measure of $\alpha$ and by $h = h(\alpha)$ Weil's height of $\alpha$:

$$M(\alpha) = a \prod_{j=1}^{d} \max \{1, |\alpha_j| \}, \quad h(\alpha) = \frac{\log M(\alpha)}{d}.$$

Suppose that $\alpha \neq 1$. Liouville's inequality gives the following lower bound for $|\alpha - 1|$ in terms of $d$ and $M(\alpha)$:

$$|\alpha - 1| \geq 2^{-d+1} M(\alpha)^{-1}.$$

The dependence on $M(\alpha)$ in this bound is sharp. For instance, one can take $\alpha = (1 - 1/a)^{1/d}$ with large $a$ (see [12] for similar simple examples). However, this is not the case for the dependence on $d$. For algebraic numbers of small measure and large degree the lower bound for $|\alpha - 1|$ can be significantly improved. Mignotte [11] (see also [13, Chapter VII, Section 11]), proved that

$$|\alpha - 1| \geq \exp \left( -4\sqrt{d} \log (16d) \right)$$

provided that $M(\alpha) \leq 2$. In the recent years, this inequality has been strengthened by means of Schneider's method and interpolation determinants. We now briefly describe these results.

There is no loss of generality in assuming that $h = h(\alpha) > 0$. Indeed, if $h = 0$ then, by Kronecker's theorem, $\alpha$ is either 0 or root of unity. Hence, we have the following
strong lower bound: \( |\alpha - 1| \gg (d \log \log d)^{-1} \) (see also [3]). Mignotte and Waldschmidt [12] proved that for each \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that

\[
|\alpha - 1| > \exp \left( -(1 + \varepsilon) d\sqrt{h \log (1/h)} \right)
\]

provided that \( 0 < h < \delta \). This result was strengthened in [7]. Written in the form (1) it gives the constant \( \sqrt{2/3 + \varepsilon} \) instead of \( 1 + \varepsilon \). Finally, the author [9] considered the polynomials

\[
F(x) = F_k(x) = \prod_{1 \leq u < v \leq k} (x^{u-v} - 1)^{J_u J_v},
\]

where \( J_u = \left( k \sin \left( \frac{\pi u}{k} \right) \right) \) and \( k \geq 3 \) is an integer. Taking \( k = \left( n/2 \sqrt{(1/h) \log (1/h)} \right) \) and estimating the product

\[
a^{\deg F} \prod_{j=1}^{d} F(\alpha_j),
\]

we proved that

\[
|\alpha - 1| > \exp \left( -\left( \frac{\pi}{4} + \varepsilon \right) d\sqrt{h \log (1/h)} \right)
\]

\[
= \exp \left( -\left( \frac{\pi}{4} + \varepsilon \right) \sqrt{d \log M(\alpha) \log(d/ \log M(\alpha))} \right)
\]

under the same hypotheses.

On the other hand, Amoroso [2] considered the polynomial

\[
G(x) = 1 + (x + 1) \prod_{j=1}^{r} (x^{2j-1} - 1)
\]

of degree \( D = r^2 + 1 \). He showed that there exists a root of \( G(-x) \) close to 1

\[
|\alpha - 1| \leq (r^2 + 1) 2^{-r} = \exp \left( -\sqrt{D - 1} \log 2 + \log D \right),
\]

and that the Mahler measure of \( G \) is bounded as follows:

\[
M(G) \leq \exp \left( \frac{1}{4\pi^2} (\log D)^2 + \frac{3}{2} \log D + 7 \right).
\]

The minimal polynomial of \( \alpha \) divides \( G(-x) \), so that its Mahler measure is bounded from above by the same quantity and \( d = \deg \alpha \leq D \). It is clear that \( \alpha \) is not a root of unity. Thus, we have

\[
|\alpha - 1| < \exp \left( -(2\pi \log 2 - \varepsilon) \sqrt{d \log M(\alpha)} / \log d \right).
\]

This shows that the inequality (3) is not far from being sharp. Utilising the above example and the results of the work on Lehmer’s conjecture (see, for example, [8]) it is not difficult to prove the existence of algebraic numbers for which

\[
|\alpha - 1| < \exp \left( -(2\pi \log 2 - \varepsilon) d\sqrt{h} / \log (1/h) \right).
\]
The aim of this paper is to prove that there are algebraic numbers which are even closer to 1. Siegel's classical result on small solutions of systems of linear equations implies the existence of a polynomial with low height and high vanishing at 1. We use a modern version of Siegel's lemma due to Bombieri and Vaaler [5, 6] in order to construct algebraic numbers close to 1. We also give an explicit construction of such numbers utilising the polynomial $F(x)$ given by (2).

2. Statement of the results

We recall that the height of a polynomial is the maximum of the absolute values of its coefficients.

**Theorem 1.** Let $H$ be a positive integer and let $\varepsilon > 0$. For sufficiently large $n$, $n \geq n(\varepsilon)$, there is polynomial with integer coefficients of degree at most $n - 1$ and of height at most $H$ with a root $\alpha \neq 1$ satisfying

$$|\alpha - 1| < \exp\left(-\left(\frac{4 \log 3}{\sqrt{10}} - \varepsilon\right)\sqrt{\frac{n \log (H + 1)}{\log n}}\right).$$

Moreover, if $H$ is sufficiently large, $H \geq H(\varepsilon)$, then the constant $\left(\frac{4}{\sqrt{10}}\right) \log 3 - \varepsilon$ in (6) can be replaced by $2\sqrt{2/7} \log 7 - \varepsilon$.

In particular, there exists a polynomial of degree $\leq n - 1$ with coefficients 0, +1, −1 which has a root $\alpha$, $\alpha \neq 1$, close to 1:

$$|\alpha - 1| < \exp\left(-\left(\frac{4 \log 3 \log 2}{\sqrt{10}} - \varepsilon\right)\sqrt{\frac{n}{\log n}}\right) < \exp\left(-0.9632\sqrt{\frac{n}{\log n}}\right).$$

**Corollary.** Let $\varepsilon > 0$. There exist a constant $c_1 = c_1(\varepsilon)$ and an infinite sequence of positive integers $d$ with the following property: for each $d$ there is an algebraic number $\alpha$ of degree $d$ such that $0 < \log M(\alpha) < c_1 \log d$ and

$$|\alpha - 1| < \exp\left(-\left(\frac{2\sqrt{2} \log 7}{\sqrt{7}} - \varepsilon\right)\sqrt{\frac{d \log M(\alpha)}{\log d}}\right).$$

By Dobrowolski's result [8] we have $\log M(\alpha) > c_2 (\log d)^{-3}$ whenever $\log M(\alpha)$ is strictly positive. Thus, the Weil height of the above numbers is in the range

$$\frac{c_2}{d(\log d)^3} < h < \frac{c_1 \log d}{d},$$

so that

$$|\alpha - 1| < \exp\left(-\left(\frac{2\sqrt{2} \log 7}{\sqrt{7}} - \varepsilon\right)d\sqrt{h/\log (1/h)}\right).$$
Clearly, (7) improves (4) by a factor $c_2 \sqrt{d \log d}$ and (8) improves (5) by a factor $c_3 \sqrt{\log(1/h)}$. In the following theorem we give an explicit construction of algebraic numbers of small Weil height and close to 1.

**Theorem 2.** Let $\varepsilon > 0$, and let $d$ be a sufficiently large positive integer $d \geq d(\varepsilon)$. Suppose that $k$ is the largest integer for which $2 + 4 \deg F_k \leq d$, where $F = F_k$ is given by (2). Then 

$$x^d + 2(x - 1) \frac{F(x^k)}{F(x)}$$

is an irreducible polynomial of degree $d$ in $\mathbb{Z}[x]$ which has a root $\alpha$ such that

$$|\alpha - 1| < \exp \left( -\left( \frac{4 \log 5}{\pi} - \varepsilon \right) d \frac{h}{\log(1/h)} \right).$$

Note that numerically one has $(4/\pi) \log 5 = 2.0491\ldots$, $2\sqrt[2]{7} \log 7 = 2.0802\ldots$, hence the inequality (8) is stronger than (9). We shall show below that the Weil height of the algebraic numbers in Theorem 2 is bounded above by $h(\alpha) \leq c_4 d^{-2/5} \log d$.

### 3. Preliminary Lemmas

We begin with the following version of Siegel’s lemma:

**Lemma 1.** Let $H$ be an integer in the range $1 \leq H < \exp(N \log \log N)$ and let $\varepsilon > 0$. For sufficiently large $N$, $N \geq N(\varepsilon)$, there is a nonzero polynomial $f(x)$ in $\mathbb{Z}[x]$ of degree $\leq N - 1$ and of height $\leq H$ vanishing at 1 with multiplicity at least $\left\lfloor (2 - \varepsilon) \sqrt{N \log(H + 1)/\log N} \right\rfloor$. Moreover, if $H$ is sufficiently large, $H(\varepsilon) \leq H < \exp(N \log \log N)$, then the order of vanishing of $f(x)$ at 1 is at least $\left\lfloor (\sqrt{5} - \varepsilon) \sqrt{N \log(H + 1)/\log N} \right\rfloor$.

Suppose that $r < N$ are two positive integers. Bombieri and Vaaler [6] proved that there is a nonzero polynomial in $\mathbb{Z}[x]$ of degree $< N$ vanishing at 1 with multiplicity $\geq r$ and such that its height is bounded from above by

$$\exp \left( \frac{r^2}{2(N - r)} \log \left( \frac{e^{3/2}N}{4r} \right) \right).$$

By taking $r = \left\lfloor (2 - \varepsilon) \sqrt{N \log(H + 1)/\log N} \right\rfloor$, we see that this is less than $H + 1$, so that the height of the polynomial is $\leq H$. Similarly, the second part of the lemma follows from [1, Theorem 3].

We denote the norm of a polynomial $Q(x) \in \mathbb{C}[x]$ by

$$\nu(Q) = \max_{|z| \leq 1} |Q(z)|.$$

Let also $r(Q)$ be the order of vanishing of $Q(x)$ at 1.
Lemma 2. For the polynomial $F_k$ given in (2) with the choice $J_u = [k \sin (\pi u/k)]$ we have the following asymptotic formulas for $k$ tending to infinity:

$$\deg F_k = n_k \sim \frac{k^5}{2\pi^2},$$
$$\log \nu(F_k) \leq C \sim \frac{k^3 \log k}{4},$$
$$\tau(F_k) = \sum_{1 \leq v < u \leq k} J_u J_v \sim \frac{2k^4}{\pi^2}.$$

We have proved these asymptotic formulas in [9] (see also [10]). Our final lemma is a simple analytical statement which was also used in [2].

Lemma 3. Suppose $\Phi(x)$ is a polynomial of degree $t$ with complex coefficients such that $\Phi'(1) \neq 0$. Then there is a root $\alpha$ of $\Phi$ for which

$$|\alpha - 1| \leq t \left|\frac{\Phi(1)}{\Phi'(1)}\right|.$$

Indeed, if $\Phi(1) = 0$ then the above statement is trivial. Otherwise,

$$\left|\frac{\Phi'(x)}{\Phi(x)}\right| = \left|\frac{1}{x - \alpha_1} + \frac{1}{x - \alpha_2} + \ldots + \frac{1}{x - \alpha_t}\right| \leq \sum_{j=1}^{t} \frac{1}{|x - \alpha_j|}$$
$$\leq t / \min_{1 \leq j \leq t} |x - \alpha_j|,$$

and the lemma follows by taking $x = 1$.

4. Proof of Theorem 1

Suppose first that $H \geq 2^n$. Let us consider the polynomial $H x^{n-1} - H + 1$. For one of its zeros $\alpha = (1 - 1/H)^{1/(n-1)}$ we have

$$|\alpha - 1| < \frac{1}{H + 1} < \exp\left(-2.1 \sqrt{\frac{n \log (H + 1)}{\log n}}\right)$$

whenever $n \geq 580$ and the theorem follows.

We are left with the non-trivial case $H < 2^n$. Suppose that $f(x)$ is the polynomial of degree $\leq N - 1$ and of height $\leq H$ from Lemma 1. We put for brevity $r = r(f)$ and

$$\theta = \begin{cases} 
1, & \text{if } f^{(r)}(1)f^{(r+1)}(1) \geq 0; \\
-1, & \text{if } f^{(r)}(1)f^{(r+1)}(1) < 0.
\end{cases}$$

Let us consider the polynomial

$$g(x) = \theta x^N (x - 1)f(x^N) + f(x),$$
where \( s \geq 2 \) is a fixed integer to be chosen later. Clearly, \( g(x) \) is a polynomial of degree \( \leq N(s + 1) - s + 1 \) and of height \( \leq H \). We put \( n = N(s + 1) - s + 2 \). Then

\[
H < 2^n < \exp(N \log \log N)
\]

and we can apply Lemma 1:

\[
r = r(f) \geq \left[ (2 - \epsilon) \left( \frac{N \log (H + 1)}{\log N} \right)^{1/(2 - \epsilon)} \right].
\]

We now show that \( g(x) \) has a root \( \alpha, \alpha \neq 1 \), for which (6) holds. Indeed, Taylor's formula gives the following expansion:

\[
f(x) = \sum_{j=r}^{N-1} \frac{f(j)(1)}{j!} (x - 1)^j.
\]

On replacing \( x \) by \( x^s \) we obtain

\[
f(x^s) = \sum_{j=r}^{N-1} \frac{f(j)(1)}{j!} (x^s - 1)^j.
\]

It follows that

\[
g(x) = \theta x^N (x - 1) \sum_{j=r}^{N-1} \frac{f(j)(1)}{j!} (x^s - 1)^j + \sum_{j=r}^{N-1} \frac{f(j)(1)}{j!} (x - 1)^j
\]

\[
= (x - 1)^r \Phi(x).
\]

Here \( \Phi(x) \) is a polynomial in \( \mathbb{Z}[x] \) for which

\[
\Phi(1) = \frac{f(r)(1)}{r!}, \quad \Phi'(1) = \frac{\theta s^r f(r)(1)}{r!} + \frac{f(r+1)(1)}{(r + 1)!}.
\]

Taking into account the choice of \( \theta \) and the fact that \( f^{(r)}(1) \neq 0 \), we obtain

\[
\left| \frac{\Phi'(1)}{\Phi(1)} \right| = \left| \theta s^r + \frac{f(r+1)(1)}{(r + 1)!} \right| \geq s^r.
\]

Since \( \Phi(1) \neq 0 \) and \( \Phi'(1) \neq 0 \), from Lemma 3 we deduce that \( \Phi(x) \), and so \( g(x) \), has a root \( \alpha, \alpha \neq 1 \), for which

\[
|\alpha - 1| \leq (N(s + 1) - s + 1 - r)s^{-r} < ns^{-r}.
\]

Bounding \( r \) from below by (10) and substituting \( N = (n + s - 2)/(s + 1) \), we further find

\[
|\alpha - 1| < \exp\left( - (2 - 2\epsilon) \log s \sqrt{N \log (H + 1) \log N} \right)
\]

\[
< \exp\left( - (2 - 3\epsilon) \frac{\log s}{\sqrt{s + 1}} \sqrt{\frac{n \log (H + 1)}{\log n}} \right).
\]
The choice $s = 9$ completes the proof of (6) with $\epsilon$ being replaced by $3\epsilon$. Hence the result with $\epsilon$ in (6) carries over if we replace $\epsilon$ by $\epsilon/3$ in Lemma 1.

If $H$ is sufficiently large, $H \geq H(\epsilon)$, then we consider the polynomial $f_1(x)$ of degree $\leq N - 1$ and of height $\leq [H/2]$ from Lemma 1. Let $\theta_1$ be the above $\theta$ with $f$ replaced by $f_1$. Then

$$g_1(x) = \theta_1(x - 1)f_1(x^{s}) + f_1(x)$$

is a polynomial of degree $\leq s(N - 1) + 1$ and of height $\leq 2[H/2] \leq H$. Similarly, we can take $n = s(N - 1) + 2$ and argue as above. The lower bound (10) from Lemma 1 will be replaced by

$$r = r(f_1) \geq \left(\sqrt{8} - \frac{\log N}{\log n}\right)^{\frac{1}{2}}.$$  

Since $H$ and $N$ are large, instead of (11) we now have

$$|\alpha - 1| < ns^{-r} \left< \exp\left(-\sqrt{8} - 3\epsilon\right)\log s \sqrt{\frac{s\log s}{\log n}}\right).$$

The choice $s = 7$ completes the proof of Theorem 1.

5. PROOF OF THE COROLLARY

Let us fix a positive number $c$, and let $n$ be a sufficiently large positive integer. We consider the polynomial of degree at most $n - 1$ and of height at most $H = [nc]$ with a root close to 1 as in the second part of Theorem 1 (for example, $g_1(x)$ given by (12)).

Since $\log(H + 1) \geq c\log n$, by Theorem 1 the polynomial $g_1$ has a root $\alpha \neq 1$ for which

$$|\alpha - 1| < \exp\left(-\frac{2\sqrt{2} \log 7}{\sqrt{2} - \epsilon}\right).$$

We write

$$g_1(x) = (x - 1)^{r}p(x)g_2(x) = \sum_{j=0}^{n-1} b_j x^j,$$

where $p(x)$ is the minimal polynomial for $\alpha$. Utilising Landau’s inequality and the multiplicativity of Mahler’s measure we have

$$M(\alpha) = M(p) \leq M(g_1) \leq \sqrt{\sum_{j=0}^{n-1} |b_j|^2} \leq n^{c+1/2}.$$  

Clearly, $\alpha$ is not a root of unity, since otherwise the inequality opposite to (13) holds. Thus,

$$0 < \log M(\alpha) \leq \left(\frac{c}{2}\right) \log n.$$
Now (13) and the trivial bound \( d = \deg \alpha < n \) give

\[
|\alpha - 1| < \exp\left(-\frac{2\sqrt{2} \log 7}{\sqrt{7}} - \varepsilon\right) \sqrt{\frac{c\alpha \log M(\alpha)}{(c + 1/2) \log n}}
\]

\[
< \exp\left(-\frac{2\sqrt{2} \log 7}{\sqrt{7}} - 2\varepsilon\right) \sqrt{\frac{d \log M(\alpha)}{\log d}}
\]

for sufficiently large \( c \).

On the other hand, by Liouville’s inequality we have

\[
|\alpha - 1| \geq 2^{-d+1} M(\alpha)^{-1} > \exp\left(-d \log 2 - \left(c + \frac{1}{2}\right) \log n\right).
\]

Combining this inequality with (13) we see that \( d \) is bounded from below as \( d > c_5 \sqrt{cn} \).

Thus, there is an infinite sequence of \( d \) such as required and

\[
\log M(\alpha) \leq \left(c + \frac{1}{2}\right) \log n < c_1 \log d.
\]

This completes the proof. \( \Box \)

6. PROOF OF THEOREM 2

It is clear that the polynomial

\[
R(x) = x^d + 2(x-1) \frac{F(x^5)}{F(x)}
\]

\[
= x^d + 2(x-1) \prod_{1 \leq v < u \leq k} \left(1 + x^{u-v} + x^{2(u-v)} + x^{3(u-v)} + x^{4(u-v)}\right)^{J_u \cdot J_v}
\]

is monic and irreducible, by Eisenstein’s criterion. Further, we have that \( R(1) = 1 \) and

\[
R'(1) = d + 2 \prod_{1 \leq v < u \leq k} 5^{J_u \cdot J_v} = d + 2 \cdot 5^{r(F)}.
\]

By Lemma 3, there is a root \( \alpha \) of \( R(x) \) for which

\[
(14) \quad |\alpha - 1| < d 5^{-r(F)}.
\]

The choice of \( k \) is such that

\[
2 + 4 \deg F_k = 2 + 4n_k \leq d < 2 + 4n_{k+1}.
\]

Hence, Lemma 2 implies that \( d \sim 2k^3/\pi^2 \). Let us put

\[
s(F) = s(F_k) = \frac{\log \nu(F_k)}{\deg F_k} = \frac{\log \nu(F_k)}{n_k}.
\]
From Lemma 2 (see also [10, Theorem 3]) it follows that
\[ r(F_k) > \left( \frac{8}{\pi} - \epsilon \right) n_k \sqrt{s(F_k)/\log(1/s(F_k))}. \]
Hence, from (14) we see that
\[ |\alpha - 1| < \exp\left( -\left( \frac{2 \log 5}{\pi} - 2\epsilon \right) d \sqrt{s(F_k)/\log(1/s(F_k))} \right). \]

Further, \( F(x) \) is a product of cyclotomic polynomials. Therefore
\[ M(\alpha) = M(R) = M(RF) \leq \nu(RF) = \nu\left(x^d F(x) + 2(x - 1)F(x^5)\right) \leq 5 \nu(F_k), \]
so that we can bound \( h(\alpha) \) from above:
\[ h = h(\alpha) = \frac{\log M(\alpha)}{d} \leq \frac{\log(5 \nu(F_k))}{d} < \left( \frac{1}{4} + \epsilon \right) s(F_k). \]

Theorem 2 now clearly follows from (15). Note that we also have
\[ h < \left( \frac{1}{20} \left( \frac{\pi^2}{2} \right)^{3/5} + \epsilon \right) d^{-2/5} \log d. \]

7. CONCLUDING REMARKS

Recently, Bugeaud [4] considered the norm of \( \alpha - 1 \). He showed [4, Theorem 2] that if \( \alpha \) is not a root of unity then for any \( \epsilon > 0 \), there exists a \( \delta > 0 \), depending only on \( \epsilon \), such that if \( \log M(\alpha) \leq \delta d, d = \deg \alpha \), then
\[ \log|N(\alpha - 1)| \leq \sqrt{(2/3 + \epsilon) d \log d \log M(\alpha)}. \]

Moreover, using the example of algebraic numbers close to \( 1 \) due to Amoroso [2] he showed [4, Theorem 3] that the dependence on \( d \) in (16) cannot be relaxed to \( \sqrt{d/(\log d)^{1+\epsilon}} \), for any \( \epsilon > 0 \).

Note that by considering polynomials (2) with \( k = \left[(\pi/2)\sqrt{(1/h)\log(1/h)}\right] \) from our estimates in [9, Section 3], we get
\[ \log|N(\alpha - 1)| < \left( \frac{\pi}{4} + \frac{\epsilon}{2} \right) d \sqrt{h \log(1/h)} < \left( \frac{\pi}{4} + \epsilon \right) \sqrt{d \log d \log M(\alpha)} \]
under the same hypotheses as in (16). Clearly, this inequality strengthens (16).

On the other hand, let us consider the polynomial
\[ T(x) = x^d + 2 \frac{F(x^5)}{F(x)} = x^d + 2 \prod_{1 \leq u < v \leq k} (1 + x^{u-v} + x^{2(u-v)} + x^{3(u-v)} + x^{4(u-v)})^{J_u J_v}. \]
As in Section 6 we see that $T(x)$ is monic and irreducible. Suppose $\alpha$ is a root of $T(x)$. Then we have
\[ |N(\alpha - 1)| = |T(1)| = 1 + 2 \cdot 5^{r(F)} > 5^{r(F)}. \]
From the results of Section 6 we obtain the lower bound for the norm:
\[ \log|N(\alpha - 1)| > \left(\frac{4 \log 5}{\pi} - \varepsilon\right) d\sqrt{h/\log(1/h)}. \]
This shows that the dependence on $d$ in (16) and (17) cannot be relaxed to $\sqrt{d/(\log d)^{1/2+\varepsilon}}$, for any $\varepsilon > 0$.

It is easily seen from our arguments in Section 4 that the upper bound for $|\alpha - 1|$ depends on the results concerning the order of vanishing $r$ of polynomials at 1. On the other hand, we remark that the results on the lower bound for $|\alpha - 1|$ imply the upper bounds for $r$. An old result of Schur [14] on the number of real roots of a polynomial gives the following bound:
\[ r(f) \leq 2\sqrt{N \log L(f)}. \]
Here $f$ is a polynomial in $\mathbb{Z}[x]$ of degree $< N$ and of length $L(f)$. Recently, Amoroso [1] strengthened the constant in this upper bound
\[ r(f) \leq 1.21\sqrt{N \log L(f)} \]
provided that $N \to \infty$, $\log N/\log L(f) \to 0$ and $(\log L(f))/N \to 0$.

Let us consider the polynomial
\[ g_3(x) = \theta(x-1)f(x^s) + f(x), \]
where $\theta$ is as in Section 4. Analogously, we deduce that $g_3(x)$ has a root $\alpha$, $\alpha \neq 1$, such that
\[ |\alpha - 1| < s^{-r(f)} \deg g_3 < Ns^{-r(f)+1}. \]
In this way we find that
\[ r(f) \log s < -\log |\alpha - 1| + \log (Ns). \]
We see that a lower bound for $|\alpha - 1|$ implies an upper bound for $r(f)$. We cannot improve upon (18) utilising the lower bound (3). However, if, for example, the lower bound
\[ |\alpha - 1| > \exp \left(-c(\sigma)\sqrt{d \log M(\alpha) (\log d)^{-\sigma}}\right) \]
holds with $\sigma$ in the range $0 \leq \sigma \leq 1/2$ and constant $c(\sigma) > 0$, then
\[ r(f) \log s < c(\sigma)\sqrt{d \log M(\alpha) (\log d)^{-\sigma}} + \log (Ns). \]

Since $d < Ns$ and
\[ M(\alpha) \leq M(g_3) \leq \nu(g_3) \leq 3\nu(f) \leq 3L(f), \]
the choice of $s = 7$ would further imply

$$r(f) < 1.36c(\sigma)\sqrt{N \log(3L(f)) \log N}^{-\sigma}$$

for sufficiently large $N$.

Finally, we have noticed in [9] that the lower bound for the difference between $\alpha$ and a root of unity

$$\left| \alpha - \exp\left(\frac{2\pi ij}{m}\right) \right| > \exp\left(-\left(\pi \sqrt{\frac{m}{8}} + \varepsilon\right)d\sqrt{h \log(1/h)}\right),$$

where $m \geq 3$ is a fixed integer, holds. Replacing the polynomial $g_1(x)$ in (12) by $g_1(x^m)$ gives an example of algebraic numbers close to $m$-th root of unity. The inequality (see also (8))

$$\left| \alpha - \exp\left(\frac{2\pi ij}{m}\right) \right| < \exp\left(-\left(\frac{2\sqrt{\log 7}}{\sqrt{\log \frac{1}{h}}} - \varepsilon\right)d\sqrt{h \log(1/h)}\right)$$

holds for infinite number of $\alpha$.
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