Integral Transforms and Special Functions

On Mahler's inequality for the sum of polynomials
Artūras Dubickas

A Department of Mathematics and Informatics, Vilnius University, Vilnius, Lithuania

Online Publication Date: 01 January 2007
To cite this Article: Dubickas, Artūras (2007) 'On Mahler's inequality for the sum of polynomials', Integral Transforms and Special Functions, 18:5, 313 - 319
To link to this article: DOI: 10.1080/10652460701318046
URL: http://dx.doi.org/10.1080/10652460701318046

PLEASE SCROLL DOWN FOR ARTICLE

Full terms and conditions of use: http://www.informaworld.com/terms-and-conditions-of-access.pdf

This article maybe used for research, teaching and private study purposes. Any substantial or systematic reproduction, re-distribution, re-selling, loan or sub-licensing, systematic supply or distribution in any form to anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation that the contents will be complete or accurate or up to date. The accuracy of any instructions, formulae and drug doses should be independently verified with primary sources. The publisher shall not be liable for any loss, actions, claims, proceedings, demand or costs or damages whatsoever or howsoever caused arising directly or indirectly in connection with or arising out of the use of this material.
On Mahler’s inequality for the sum of polynomials
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Suppose that \( m \geq 2 \) is a positive integer. The upper and lower bounds on the best possible constant \( \lambda_{m,n} \) are provided for which the inequality
\[
M(f_1 + \cdots + f_m) \leq \lambda_{m,n} m^{-1} (M(f_1) + \cdots + M(f_m))
\]
holds for any polynomials \( f_1, \ldots, f_m \in \mathbb{C}[z] \) of degree at most \( n \) each. In particular, for \( n > 2m^2 \) and \( m \rightarrow \infty \), it is proved that
\[
2 - \pi^2/(12m^2) + o(m^{-2}) \leq \lambda_{m,n} \leq 2 - \pi/(2em^2) + o(m^{-2}).
\]
For \( m = 5 \) and \( n \geq 43 \), our result yields the bounds 1.967 < \( \lambda_{5,n} < 1.977 \).
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1. Introduction

Recall that, for any polynomial \( f(z) = a(z - z_1) \cdots (z - z_n) \in \mathbb{C}[z] \), its Mahler’s measure is defined as
\[
M(f) = |a| \prod_{j=1}^{n} \max \{1, |z_j| \}.
\]
The Mahler measure of an algebraic number, which is, by definition, the Mahler measure of its minimal (irreducible) integer polynomial, is one of the subjects studied in number theory. It is one of the heights of an algebraic number and has applications in certain diophantine problems. By Jensen’s formula, Mahler’s measure may be also written as
\[
M(f) = \exp \left( \frac{1}{2\pi} \int_{0}^{2\pi} \log |f(e^{it})| \, dt \right).
\]
This shows that the Mahler measure of \( f \) can be obtained as a limit of its \( L^p \) norm
\[
\| f \|_p = \left( \frac{1}{2\pi} \int_{0}^{2\pi} |f(e^{it})|^p \, dt \right)^{1/p},
\]
namely, \( M(f) = \lim_{p \to 0^+} \| f \|_p \). This explains the notation \( M(f) = \| f \|_0 \), which is sometimes more familiar to those working in analysis rather than in number theory. At the other
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end of the interval $(0, \infty)$, namely, as $p \to \infty$, $\|f\|_\infty = \max_{|z|=1} |f(z)|$. Below, we shall use the fact that $p \mapsto \|f\|_p$ is a nondecreasing function in $p$.

Let $m \geq 2$ be a fixed positive integer, and let $f_1(z), \ldots, f_m(z)$ be polynomials with complex coefficients, of degree at most $n$ each. With the above notation, using $\|f + g\|_\infty \leq \|f\|_\infty + \|g\|_\infty$, we get $M(f_1 + \cdots + f_m) \leq \|f_1 + \cdots + f_m\|_\infty \leq \|f_1\|_\infty + \cdots + \|f_m\|_\infty$. Thus, for each $j = 1, \ldots, m$, using $\|f_j\|_\infty \leq L(f_j) \leq 2^n M(f_j)$, where $L(f_j)$ is the length of $f_j$ [1], we deduce that

$$M(f_1 + \cdots + f_m) \leq 2^n (M(f_1) + \cdots + M(f_m)).$$

This upper bound was proved by Mahler himself. See [2] and [3] for the first two of his papers on the quantity $M(f)$ which was named Mahler’s measure after him. Mahler asked for an improvement of the constant $2^n$ by a smaller constant. Duncan [4] replaced $2^n$ by $\left(\frac{2n}{n}\right)^{1/2} \sim 2^n (\pi n)^{-1/4}$. Arestov [5] replaced $2^n$ by $(1/2)40^{n/6}$ in the case when $m = 2$ and $n \geq 6$. In section 2, by a standard method, we shall prove that

$$M(f_1 + \cdots + f_m) \leq \frac{2^n \Gamma(n + 1/2)}{\sqrt{\pi} \Gamma((n + 2)/2)} (M(f_1) + \cdots + M(f_m)).$$

The constant $v(n) = 2^n \frac{\Gamma(n + 1/2)}{\sqrt{\pi} \Gamma((n + 2)/2)}$ is slightly smaller than $\left(\frac{2n}{n}\right)^{1/2}$. Observe that $v(n) = \binom{n}{n/2}$ for $n$ even. It is remarked that the inequality for the difference of two Mahler measures $|M(f_1)^{1/n} - M(f_2)^{1/n}| \leq 2L(f_1 - f_2)^{1/n}$, where $f_1, f_2$ are complex polynomials of degree $\leq n$, was recently obtained by Chern and Vaaler [6].

However, when $m$ is fixed and $n$ is large, for an improvement of the constant $v(n)$ in (1), it is more convenient to search for the best constant $c$ in $M(f_1 + \cdots + f_m) \leq cn^{-1}(M(f_1) + \cdots + M(f_m))$. We thus define $\lambda_{m,n}$ as the infimum over all positive numbers $c$ for which the inequality $M(f_1 + \cdots + f_m) \leq cn^{-1}(M(f_1) + \cdots + M(f_m))$ holds for any complex polynomials $f_1, \ldots, f_m$ of degree at most $n$ each, so that

$$M(f_1 + \cdots + f_m) \leq \lambda_{m,n} m^{-1}(M(f_1) + \cdots + M(f_m))$$

with the smallest possible positive number $\lambda_{m,n}$.

Set

$$c_m = \exp \left( \frac{m}{\pi} \int_0^{\pi/m} \log(2 \cos(t/2)) \, dt \right)$$

and

$$b_m = 2 \min_{y \in (0, \infty)} \left( \frac{m \Gamma(y + 1/2)}{\sqrt{\pi} \Gamma(y + 1)} \right)^{1/(2y)}.$$  

Let also $y_m$ be the point where the minimum of the function

$$B_m(y) = 2 \left( \frac{m \Gamma(y + 1/2)}{\sqrt{\pi} \Gamma(y + 1)} \right)^{1/(2y)}$$

in $(0, \infty)$ is attained, so that $b_m = B_m(y_m)$. [We have $b_m < 2$, because $B_m(y) \to \infty$ as $y \to 0+$ and $B_m(y) \to 2$ as $y \to \infty$, where $B_m(y)$ is increasing for $y$ large enough.]

In this note, the following bounds are proved on $\lambda_{m,n}$.

**Theorem 1** For each $m \geq 2$ and $n \geq \lceil2y_m\rceil + 1$, we have

$$M(f_1 + \cdots + f_m) \leq b_m^n m^{-1}(M(f_1) + \cdots + M(f_m)),$$

where $f_1, \ldots, f_m$ are complex polynomials of degree at most $n$ each, so that $\lambda_{m,n} \leq b_m$. 

Moreover, there exist $f_1, \ldots, f_m \in \mathbb{C}[z]$ of even degree $n \geq 2$ each such that
\[ M(f_1 + \cdots + f_m) \geq c_m^n m^{-1}(M(f_1) + \cdots + M(f_m)), \]
so that $\lambda_{m,n} \geq c_m$. [Here, $c_m$ and $b_m$ are given in (2) and (3).]

For $m \leq 10$, the values of $c_m$, $b_m$ and $2y_m$ truncated at the fifth decimal place are given in the following table.

<table>
<thead>
<tr>
<th>m</th>
<th>$c_m$</th>
<th>$b_m$</th>
<th>$2y_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.79162</td>
<td>1.84926</td>
<td>5.84239</td>
</tr>
<tr>
<td>3</td>
<td>1.90814</td>
<td>1.93467</td>
<td>14.54109</td>
</tr>
<tr>
<td>4</td>
<td>1.94845</td>
<td>1.96354</td>
<td>26.66969</td>
</tr>
<tr>
<td>5</td>
<td>1.96704</td>
<td>1.97674</td>
<td>42.25106</td>
</tr>
<tr>
<td>6</td>
<td>1.97712</td>
<td>1.98388</td>
<td>61.29031</td>
</tr>
<tr>
<td>7</td>
<td>1.98320</td>
<td>1.98817</td>
<td>83.78914</td>
</tr>
<tr>
<td>8</td>
<td>1.98714</td>
<td>1.99095</td>
<td>109.74822</td>
</tr>
<tr>
<td>9</td>
<td>1.98984</td>
<td>1.99285</td>
<td>139.16788</td>
</tr>
<tr>
<td>10</td>
<td>1.99177</td>
<td>1.99421</td>
<td>172.04829</td>
</tr>
</tbody>
</table>

The gap between $c_m$ and $b_m$ tends to zero, because both $c_m$ and $b_m$ tend to 2 as $m \to \infty$. For $m \to \infty$, it is known [7] that
\[ c_m = 2 - \frac{\pi^2}{12m^2} + o(m^{-2}). \]

In section 4, we will show that
\[ b_m = 2 - \frac{\pi}{2em^2} + o(m^{-2}) \]
for $m \to \infty$. The numerical values $\pi^2/12 = 0.822467033 \ldots$ and $\pi/(2e) = 0.577863675 \ldots$ show the size of a gap between these two asymptotical bounds.

In the proof of the upper bound $\lambda_{m,n} \leq b_m$ we shall use the method of Arestov [5]. For $m = 2$, a small improvement from $\lambda_{2,n} \leq 40^{1/6} = 1.84931 \ldots$ [5] to $\lambda_{2,n} \leq b_2 = 1.84926 \ldots$ comes simply by setting $y = y_2 = 2^{-1} \cdot 5.84239 \ldots$ from the table into $B_m(y)$ rather than $y = 3$ as in [5]. The proof of the upper bound for $M(f_1 + \cdots + f_m)$ with the required constant $b_m^n m^{-1}$ will be given in the next section. The example producing the constant $c_m^n m^{-1}$, which will complete the proof of the theorem, will be given in section 3.

We conjecture that the constant $c_m$ is (asymptotically) best possible, namely, $\lambda_{m,n} \to c_m$ as $n \to \infty$.

The constants $c_m$ given in (2) have already appeared in the literature on several occasions. It is known that
\[ c_2 = e^{2G/\pi} = M(1 + z_1 + z_2 - z_1z_2), \]
where $G = 1 - 1/3^2 + 1/5^2 - 1/7^2 + \cdots$ is Catalan’s constant and $M(1 + z_1 + z_2 - z_1z_2)$ is the Mahler measure of the polynomial in two variables $1 + z_1 + z_2 - z_1z_2$ [8]. There is a
relation between $c_m$ given in (2) and Clausen’s integral $C_l^2(\theta) = -\int_0^{(m-1)\pi/m} \log(2\sin(t/2))\,dt$ (see, e.g., pp. 1005–1006 in ref. [9])

$$\frac{\pi}{m} \log c_m = -\int_0^{(m-1)\pi/m} \log(2\sin(t/2))\,dt = \sum_{k=1}^{\infty} \frac{(-1)^{k-1} \sin(k\pi/m)}{k^2}.$$ 

In [7], Boyd showed that, for each $m \geq 2$, the number $c_m$ is the best possible constant (as $n \to \infty$) for which the inequality

$$\|f_1\|_\infty \cdots \|f_m\|_\infty \leq c_m^m \|f_1 \cdots f_m\|_\infty$$

holds for complex polynomials $f_1, \ldots, f_m$ of degree at most $n$. See also [11], where a similar inequality was obtained for polynomials in several variables.

2. Upper bound

We shall use the following inequality for two norms ($L^p$ norm versus $L^0$ norm) of a polynomial $f$ of degree $\leq n$ due to Arestov [5, 10]

$$\|f\|_p \leq N(p, n)M(f),$$

where

$$N(p, n) = \|(z+1)^n\|_p = 2^n \left( \frac{\Gamma((np+1)/2)}{\sqrt{\pi}\Gamma((np+2)/2)} \right)^{1/p}. \quad (6)$$

Taking $p = 1$ and using (5) and (6) we obtain

$$M(f_1 + \cdots + f_m) \leq \|f_1 + \cdots + f_m\|_1 \leq \|f_1\|_1 + \cdots + \|f_m\|_1$$

$$\leq N(1, n)(M(f_1) + \cdots + M(f_m))$$

$$= \frac{2^n \Gamma((n+1)/2)}{\sqrt{\pi}\Gamma((n+2)/2)}(M(f_1) + \cdots + M(f_m)),$$

which proves (1).

To deduce an upper bound for $M(f_1 + \cdots + f_m)$, let us start with the observation that this quantity is less than or equal to $\|f_1 + \cdots + f_m\|_p$, where $p = 2y_m/n$. For $n \geq 2y_m$, we have $p \in (0, 1]$. Thus, using $|a+b|^p \leq |a|^p + |b|^p$, which holds for any real numbers $a$ and $b$, we derive that

$$\|f_1 + \cdots + f_m\|_p \leq (\|f_1\|_p^p + \cdots + \|f_m\|_p^p)^{1/p}.$$ 

Next, the inequality

$$\left( \frac{a_1 + \cdots + a_m}{m} \right)^{1/p} \leq \frac{a_1^{1/p} + \cdots + a_m^{1/p}}{m},$$

which holds for any non-negative numbers $a_1, \ldots, a_m$, and $p \in (0, 1]$, implies that $(\|f_1\|_p^p + \cdots + \|f_m\|_p^p)^{1/p} \leq m^{1/p-1}(\|f_1\|_p + \cdots + \|f_m\|_p)$. By Arestov’s inequality (5), this is further
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bounded from above by \( m^{1/p-1} N(p, n) (M(f_1) + \cdots + M(f_m)) \). Finally, from (6)

\[
m^{1/p-1} N(p, n) = m^{n/(2y_m)-1} N(2y_m/n, n) = 2^{n} \left( \frac{\Gamma(y_m + 1/2)}{\sqrt{\pi} \Gamma(y_m + 1)} \right)^{n/(2y_m)},
\]

which is equal to \( b_n^m m^{-1} \), by (4) and (3). Hence,

\[
M(f_1 + \cdots + f_m) \leq b_n^m m^{-1} (M(f_1) + \cdots + M(f_m)),
\]
as claimed.

3. Lower bound

For the lower bound, let us consider the following example. Set \( \mu_j = e^{2\pi i j/m} \) and, for each \( j = 1, \ldots, m \), put

\[
f_j(z) = e^{-\pi i (j-1)n/m} (z + \mu_j - 1)^n.
\]

Clearly, \( M(f_j) = 1 \) for each \( j = 1, \ldots, m \), so \( M(f_1) + \cdots + M(f_m) = m \).

It remains to evaluate the Mahler measure of the polynomial

\[
f(z) = f_1(z) + \cdots + f_m(z) = (z + 1)^n + \sum_{j=2}^{m} e^{-\pi i (j-1)n/m} (z + \mu_j - 1)^n.
\]

Setting \( z = e^{it} \), we obtain \( f_j(e^{it}) = e^{i(n/2)(2 \cos(t/2 - \pi (j - 1)/m))} \), thus

\[
f(e^{it}) = e^{i(n/2) \left( 2 \cos(t/2)^n + \sum_{j=1}^{m-1} (2 \cos(t/2 - \pi j/m))^n \right)}.
\]

(7)

Recall that \( n \) is even. Then the function

\[
|f(e^{it})| = 2^n (| \cos(t/2)|^n + | \cos(t/2 - \pi /m)|^n + \cdots + | \cos(t/2 - \pi (m - 1)/m)|^n)
\]

(8)
is periodic with period \( 2\pi /m \). It follows that

\[
\log M(f) = \frac{1}{2\pi} \int_0^{2\pi} \log |f(e^{it})| \, dt = \frac{m}{2\pi} \int_{-\pi/m}^{\pi/m} \log |f(e^{it})| \, dt.
\]

Clearly, (8) yields the inequality \(|f(e^{it})| \geq |2 \cos(t/2)|^n \). Thus, using (2) we obtain

\[
\log M(f) \geq \frac{m}{2\pi} \int_{-\pi/m}^{\pi/m} \log |2 \cos(t/2)|^n \, dt = \frac{mn}{2\pi} \int_{-\pi/m}^{\pi/m} \log |2 \cos(t/2)| \, dt
\]

\[
= \frac{mn}{\pi} \int_0^{\pi/m} \log(2 \cos(t/2)) \, dt = n \log c_m.
\]

Hence \( M(f) \geq c_m^n \). From this, we conclude that

\[
M(f_1 + \cdots + f_m)/(M(f_1) + \cdots + M(f_m)) = M(f)m^{-1} \geq c_m^n m^{-1},
\]
as claimed. This proves the theorem.
It is easy to see that, by (7) for any (even or odd) \( n \), the same example with \( f = f_1 + \cdots + f_m \) gives \( \log M(f) = n \log c_m + o(n) \) as \( n \to \infty \). So, independently of the parity of \( n \), we deduce that \( (M(f_1 + \cdots + f_m)/(M(f_1) + \cdots + M(f_m)))^{1/n} \to c_m \) as \( n \to \infty \).

4. Evaluation of the minimum

We shall use Stirling’s formula for the gamma function

\[
\log \Gamma(y) = y \log y - y + \frac{1}{2} \log(2\pi/y) + \varepsilon(y),
\]

(9)

where \( \varepsilon(y) \to 0 \) as \( y \to \infty \).

It follows from (9) that

\[
\log \Gamma(y + 1/2) - \log \Gamma(y + 1) = 1/2 + y \log(y + 1/2) - (y + 1/2) \log(y + 1) + \varepsilon_1(y),
\]

where \( \varepsilon_1(y) \to 0 \) as \( y \to \infty \). Hence, by (4) we find that

\[
\log B_m(y) = \log 2 + (1/2y)(\log(m\Gamma(y + 1/2)) - \log(\sqrt{\pi}\Gamma(y + 1)))
\]

\[
= \log 2 + (1/4y)(\log(em^2/\pi) + 2y \log(y + 1/2)
\]

\[
- (2y + 1) \log(y + 1) + 2\varepsilon_1(y)).
\]

The derivative of the function \( y^{-1}(\log(em^2/\pi) + 2y \log(y + 1/2) - (2y + 1) \log(y + 1)) \) is equal to \( y^{-2}(\log((y + 1/\pi)\log em^2) - y/(y + 1)(2y + 1)) \). Hence, for \( m \) large enough, \( B_m(y) \) attains its minimum when \( y + 1 \) is ‘approximately’ equal to \( em^2/\pi \). More precisely, \( y_m = em^2/\pi + o(m^2) \) for \( m \to \infty \). So in evaluating \( b_m = B_m(y_m) \) as \( m \to \infty \), we can simply select, for instance, \( y = em^2/\pi \). Putting this value into \( \log B_m(y) \), we find easily that

\[
\log B_m(em^2/\pi) = \log 2 - \pi/(4em^2) + o(m^{-2}).
\]

Hence, for \( m \to \infty \), we have \( \log b_m = \log B_m(y_m) = \log 2 - \pi/(4em^2) + o(m^{-2}). \) It follows that \( b_m = 2 - \pi/(2em^2) + o(m^{-2}) \), as claimed.

It is clear that the inequality \( n > 2y_m \) holds in the case when \( m \) is large enough and \( n > 2m^2 > 2em^2/\pi \), so the theorem can be applied for \( n > 2m^2 \) and \( m \) large enough. This explains the condition \( n > 2m^2 \) imposed on \( n \) in the abstract.
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